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Figure 1. We propose GECO, a framework for feed-forward image-to-3D generation that produces texture meshes in 0.64s on a single L40
GPU. Here we show both the texture and geometry renderings of the generated meshes.

Abstract

Recent years have seen significant advancements in 3D
generation. While methods like score distillation achieve
impressive results, they often require extensive per-scene
optimization, which limits their time efficiency. On the other

hand, reconstruction-based approaches are more efficient
but tend to compromise quality due to their limited abil-
ity to handle uncertainty. We introduce GECO, a novel
method for high-quality 3D generative modeling that oper-
ates within a second. Our approach addresses the prevalent
issues of uncertainty and inefficiency in existing methods
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through a two-stage approach. In the first stage, we train
a single-step multi-view generative model with score distil-
lation. Then, a second-stage distillation is applied to ad-
dress the challenge of view inconsistency in the multi-view
generation. This two-stage process ensures a balanced ap-
proach to 3D generation, optimizing both quality and effi-
ciency. Our comprehensive experiments demonstrate that
GECO achieves high-quality image-to-3D mesh generation
with an unprecedented level of efficiency. We will make the
code and model publicly available.

1. Introduction
3D digital assets encapsulate the geometry and appearance
of objects from the real world. The role of 3D assets is piv-
otal across a wide range of applications, including movies,
digital games, virtual reality, and robotics. Despite their im-
portance, generating 3D assets is often labor-intensive and
typically restricted to skilled professionals. Automatic and
efficient techniques for generating high-fidelity 3D models
will greatly simplify the workload and open up the creation
process to beginners. Therefore, in this paper, we study
the problem of efficiently producing high-quality 3D assets
using a single input image, aiming for fast and faithful re-
production of the original object in the image.

Dreamfusion [48] and the follow-up works [4, 29, 31,
50, 67, 72] propose to distill 3D neural representations [23,
42, 44] from pretrained large-scale 2D diffusion mod-
els [51, 52] with score distillation techniques. These meth-
ods generate high-quality 3D assets with text or image
input, however, facing the major drawback that they re-
quire 30 minutes of per-scene optimization for only one
object, which raises practical concerns in real-time ap-
plications. On the other hand, to accelerate 3D genera-
tion, reconstruction-based models (e.g., PixelNeRF [80],
LRM [19], TripoSR [69]) train a deterministic feed-forward
model for predicting 3D representations given a single in-
put image. By leveraging large-scale 3D datasets, such
models exhibit impressive generalization ability over un-
seen objects, and only require less than a second to obtain
the 3D. However, the uncertainty issue of the single image
to 3D prediction is fundamentally unsolvable for determin-
istic methods: unseen regions of a 3D object cannot be fully
recovered from the single image input, causing blurriness
and incorrect geometries.

Tackling the uncertainty issues, various methods have
been proposed for incorporating generative models such as
diffusion models for text-to-3D generation tasks [11, 25,
66, 73]. For instance, InstantMesh [76] employs a multi-
view diffusion model [57, 59] to first synthesize multi-view
consistent images given a single image, and predict the fi-
nal 3D representations based on the predicted images. In
such case, the uncertainty problem can be addressed by the
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Figure 2. Overall pipeline of our feedforward 3D generator, which
achieves image-to-3D mesh generation within one second given a
conditional image and noise.

first-stage diffusion model, and as a result, the predicted 3D
is generally better than pure reconstruction-based models.
However, the multi-view diffusion stage still needs multi-
ple network inferences and takes over 7 seconds due to the
iterative sampling nature of diffusion models, and thus bot-
tlenecks time-sensitive applications.

To address these issues, we present GECO, a generative
approach that can generate high-fidelity 3D objects within
one second. Specifically, we learn a feed-forward gener-
ator similar to reconstruction-based models [19, 88] while
taking additional noise as inputs for handling uncertainties.
Training such a model from scratch is a non-trivial task
due to mode collapse. Instead, we parameterize our model
using multi-view images as an intermediate representation
(Fig. 2), and propose a novel two-stage distillation approach
for training (Fig. 3). For the first stage, we follow varia-
tional score distillation (VSD [72]) and learn a single-step
multi-view generator directly from a pre-trained multi-view
diffusion model [57]. Since the outputs of the single-step
multi-view generator are not perfectly multi-view consis-
tent, the reconstructed 3D model from the multi-view out-
puts tends to have incorrect geometry. To tackle this prob-
lem, we propose a second-stage training by fine-tuning a
pretrained reconstruction-based method [76] with outputs
of the single-step multi-view diffusion model from the first
stage. We generate pseudo ground truth images using the
multi-step diffusion model and the pretrained reconstruc-
tion model, which is more consistent, to train our second-
stage model with reconstruction losses. Notably, this train-
ing strategy enables using images from arbitrary viewpoints
to supervise high-quality reconstruction.

We conduct extensive quantitative and qualitative com-
parisons on GSO [9] dataset. We also test GECO on more
challenging in-the-wild input images (some of them are
shown in Fig. 1). The results show that our method can well
resolve the uncertainty of image-to-3D generation, while
being highly efficient in rendering and mesh extraction.
Compared to previous feed-forward baselines, our method
synthesizes high-quality texture and geometry even for the
back view of the input object.

Our contributions can be summarized as the following:
• We design a novel feed-forward model for single-image-

to-3D generation that, for the first time, handles the un-
certainty issue while achieving high efficiency.

• We propose a two-stage distillation method that effi-



ciently distills a pre-trained multi-view diffusion model
and a reconstruction-based model into a feedforward
image-to-3D generation model.

• Extensive experiments demonstrate that GECO achieves
high-quality 3D generation within one second, outper-
forming reconstruction-based methods in terms of quality
and existing diffusion-based methods in generation speed.

2. Related Work

Acceleration of Diffusion Models Diffusion Models [8,
15, 61, 62], also known as score-based generative mod-
els, achieved tremendous success for various generative
tasks, including text [10], image [51, 52], video [16, 17]
and 3D [11, 31]. The continuous form of diffusion mod-
els are SDEs that transform between data distribution and
a prior distribution [62]. The SDEs also have correspond-
ing probability flow ODE with the same marginal distri-
bution [61, 62]. One of the major drawbacks of diffusion
models is that they require hundreds of denoising steps to
generate the final output. Researchers have proposed effi-
cient diffusion samplers [1, 22, 36, 85] to reduce the sam-
pling steps of pretrained diffusion models to less than 50.
Another line of work formulates the acceleration problem
under the framework of knowledge distillation [14], where
a fast student model is distilled from the teacher model. The
pioneering work of Salimans and Ho [53] progressively re-
duces the number of steps for StableDiffusion by training
multiple student models. Consistency models [39, 63] and
BOOT [12] learn a one-step generator that matches the out-
put of the teacher model along the ODE trajectory at each
timestep by bootstrapping in a forward or backward manner
respectively. Recently, ADD [55] and DMD [79] introduced
score distillation [48, 72] for diffusion distillation.

3D Generation with Diffusion Models Researchers have
explored directly training diffusion models on 3D repre-
sentations, e.g. point clouds, triplanes, neural fields [6, 21,
38, 43, 60, 74]. However, they require exhaustive 3D data
and computation resources and are also limited to category-
level shape generation with simple textures. Other works
proposed to learn 3D models from 2D pretrained diffu-
sion models with score distillation [48, 70, 72] by match-
ing the distribution of 3D renderings with that of 2D im-
ages. Follow-up works further improves the quality by us-
ing high-resolution guidance [4, 29, 50, 64], disentangling
geometry and apperance [4, 50], and introducing advanced
diffusion guidance [24, 27, 41, 64, 86]. Currently, these
methods achieve high-fidelity 3D generation with detailed
texture. Besides, the same objective is also widely utilized
in scene-level generation [18, 46], 3D editing [26, 87], tex-
turing [41, 78] and articulated object generation [2, 20, 28].

As an intermediate 3D representation, the generation
of multi-view images using diffusion models has been ex-
plored. The advantage of multi-view images is that they are

batched 2D projections and can be directly processed by ex-
isting image diffusion models with minor changes. Existing
works [32, 34, 37, 54, 57–59, 68, 75] fine-tuned from pre-
trained StableDiffusion variants to generate view consistent
multi-view images, which is then fused or reconstructed to
3D representations. However, they still require several sec-
onds to perform diffusion sampling and our work addresses
this by learning to generate multi-view images in one step.

Efficient 3D Generation Methods based on score distil-
lation often require several minutes of optimization to ob-
tain one 3D model even with efficient 3D Gaussians [5, 67].
Some works [35, 49] use score distillation to train a hyper-
network of neural fields, enabling 3D generation from di-
rect inference but having limited generalization ability. Re-
cently, LRM [19] and TripoSR [69] trains a reconstruction
model on large-scale datasets [7] and enable image-to-3D in
seconds. TriplaneGaussian [88] uses 3D Gaussians to assist
the generation of triplanes for LRM. However, the major
problem of reconstruction-based methods is that they do not
consider the uncertain nature of 3D generation, so the back
views of the generated objects are often blurry. Based on
LRM, Instant3D [25] and InstantMesh [76] samples multi-
view images with 2D diffusion for LRM reconstruction, and
DMV3D [77] directly trains a 3D diffusion with LRM. All
three works improve quality but sacrifice efficiency.

3. Preliminaries

3.1. Multi-view Diffusion Models

Diffusion Models [15, 61] learn the data distribution by
estimating the noised data distribution (or score) along
a Markov Chain. Diffusion models consist of a for-
ward process that gradually removes information from
data by adding Gaussian noises and a reverse process
that generates data starting from random noise. Given
x0 ∼ q(x0), the forward process q is a Markov
chain that adds gaussian noise to x0 and generates la-
tent x1, ...,xT of the same dimension with q(xt|x) =
N (αtx, σ

2
t I). Ideally, the final latent xT will follow a

standard Gaussian distribution: p(xT ) = N (xT ;0, I).
The reverse process starts denoising from xT by learn-
ing the Gaussian transitions from xt to xt−1 that is de-
fined as pθ(x0:T ) := p(xT )

∏T
t=1 pθ(xt−1|xt). Further,

pθ(xt−1|xt) = N (xt−1, µθ(xt, t), σ
2
t I) and µθ is the learn-

able component. The sampling of diffusion models often
takes more than 50 steps to obtain high-quality results.

Multi-view Diffusion Models learn the joint probability
distribution of multi-view images [32, 34, 57]. This kind of
model treats multi-view renderings of an object on a fixed
set of viewpoints as the data point. The learning process
of multi-view diffusion models is similar to standard im-
age diffusion models except that noises are added and de-



Figure 3. The two-stage learning pipeline for GECO. Stage I: the multi-view generator is optimized with VSD [72] objective with a pre-
trained multi-view diffusion model [57]; Stage II: the full model is optimized by predicting the rendering from the pre-trained reconstruction
model [66] under the same image and noise condition.

noised simultaneously to those images. They also need spe-
cial design to maintain the consistency of different view-
points. However, the problem with these models is that
multiple inference steps are required, and the results are
not view-consistent enough. Furthermore, post-processing
is also needed to reconstruct 3D geometry and appearance
from the multi-view image outputs of these models.

3.2. 3D Reconstruction Models

Reconstruction models aim to produce 3D representations
of an object from a single view or multiple views. Pixel-
NeRF [80] achieves single-view 3D reconstruction by pro-
jecting the input image features to 3D and applying vol-
ume rendering for learning 3D representations. The recent
work, LRM [19], greatly boosts the reconstruction qual-
ity of PixelNeRF by leveraging a large transformer model
and a huge amount of data. However, these methods gen-
erally synthesize blurry results from unseen viewpoints be-
cause they don’t model the uncertainty and only use regres-
sion losses to train. This issue can be addressed by using
multi-view inputs for the reconstruction model. For exam-
ple, by using multi-view images generated by multi-view
diffusion models as the input, the 3D reconstruction model,
Instant3D [25], LGM [66], and InstantMesh [76] can re-
construct 3D models from text or image prompts. Specifi-
cally, InstantMesh [76] reconstructs 3D meshes with an iso-
surface extraction module, i.e., FlexiCubes [56] representa-
tion from multi-view images.

4. Method
In this section, we introduce GECO – a novel image-to-
3D generative model that achieves both efficient sampling
and high-quality generation. More precisely, given a sin-
gle image of an object and a random noise z, GECO learns
a single-step generator to output 3D representations (we
mainly experimented on meshes in this paper) of the ob-
ject. An illustration of our proposed model is shown in
Fig. 2 where multi-view images are used as an intermedi-
ate representation similar to [25, 76]. We learn our mod-

els efficiently using a two-stage distillation approach given
pre-trained multi-view diffusion and reconstruction models,
where we first learn an efficient multi-view generator based
on variational score distillation (VSD, Sec. 4.1), and then
finetune our model with a 3D consistent distillation algo-
rithm (Sec. 4.2). The learning pipeline is shown in Fig. 3.

4.1. Stage I: Multi-view Score Distillation

Variational Score Distillation (VSD) VSD [72] is an ex-
tension of Score Distillation Sampling (SDS), which was
first introduced by DreamFusion [48] for distilling pre-
trained 2D diffusion knowledge into 3D. The core idea of
SDS is to match the score function between the output of a
learnable parametric image generator and the real data es-
timated by a pretrained diffusion model. Given a datapoint
x = g(θ) generated by the differentiable image generator
g parametrized with θ, SDS adds Gaussian noise of level
t and turns it into xt. It then uses a pre-trained diffusion
model with denoising function ϵϕ(xt; y, t) to predict the
noise with condition y to optimize θ. ProlificDreamer [72]
proposed VSD to further improve SDS by directly optimiz-
ing the distribution of θ such that the rendering distribu-
tion q(x|y) with condition y align with the pretrained dif-
fusion model p(x|y) by minimizing their KL divergence:
DKL(q(x|y)||p(x|y)). In practice, this is achieved by learn-
ing a separate “student model” that estimates the score func-
tion of the learned 3D models. The learned score will be
used for back-propagation to learn 3D distribution.

Generative Modeling with VSD The original Prolific-
Dreamer parameterized the 3D distribution using a fixed
number of particles [72], which, however, does not allow us
to draw new samples from the learned distribution. To facil-
itate learning a 3D generative model that can handle novel
scenes, we propose to replace the original parameterization
with a learnable generator G(θ) that transforms a random
Gaussian noise ϵ input to a data sample. The training ob-



jective of G is derived as follows:

∇θLVSD = Et,ϵ

[
w(t)(ϵpre(xt; y, t)− ϵstu(xt; y, t))

∂G(θ,z)
∂θ

]
(1)

where x0 = G(θ, z) is the clean sample of the generator
output given noise z ∈ N (0, I) and xt is the noisy version
of x0, t is the diffusion timestep, ϵpre and ϵstu are the pre-
dictions of the pretrained diffusion model and the student
model respectively. The student model is trained online on
the output of G to estimate the score of the generated sam-
ples:

Lstu = Et,ϵ∥ϵstu(xt; y, t))− ϵ∥22 (2)

Multi-view Distillation Ideally, our goal is to learn a 3D
generator that directly maps random noises to 3D represen-
tations using VSD, and the 2D renderings of the generator
become the input of the 2D diffusion models. Here, we can
leverage large-scale pre-trained multi-view diffusion mod-
els [34, 57] as our teacher models to improve the learning of
3D inductive bias. A natural design would be to parametrize
G(θ, z) with a 3D generator, such as a triplane generator [3].
However, we found that training a generator from scratch
without proper initialization would lead to severe mode col-
lapse, i.e. all the samples drawn from the generator will be-
come identical. This observation coincides with the finding
in recent work [12, 40, 79] for the distillation of 2D Diffu-
sion models trained on single-view images.

To circumvent this problem, we propose to first learn
multi-view images as an intermediate representation using
VSD. This allows us to use the same architecture and ini-
tial parameters as the pretrained model for our generator G
which is essentially a single-step multi-view generator. In
GECO, we employ Zero123Plus [57] as our teacher model
because it provides photorealistic and highly consistent 6-
view renderings. In contrast to [57] that uses reference at-
tention [82] to concatenate the self-attention matrices of the
noised condition image, we directly used the self-attention
matrices of the clean condition image to preserve the infor-
mation. As mentioned earlier, we initialize the generator
with pretrained Zero123Plus with the additional conversion
from v-prediction to x0-prediction.

4.2. Stage II: 3D Consistent Distillation

After the multi-view images of the object are obtained, our
next step is to estimate the 3D representation of the object
from the multi-view images. One potential solution is to
apply a pretrained 3D reconstruction network R that takes
multi-view images as input and outputs a 3D representa-
tion. However, one major drawback of this approach is that
the output of the one-step multi-view generator G(θ), which
is also the input to the reconstruction network R, has low
multi-view consistency compared to the ground-truth multi-
view images, which causes training-testing mismatch in the

reconstruction model, resulting in incorrect geometry in the
output 3D reconstruction.

As shown in Fig. 3, we propose a second distillation
stage to resolve this inconsistency issue, which finetunes
a reconstruction model as part of the generative model.
Considering that the multi-view generation of the teacher
diffusion model is much more consistent than the learned
single-step generator, we can use the 3D representation re-
constructed from these images as pseudo ground truth to
refine the reconstruction model. Namely, given a condition
image y and sampled noise z, we conduct the deterministic
DDIM sampling [61] using Zero123Plus [57] to obtain xmv.
3D representations are then reconstructed based on the pre-
trained 3D reconstructor R(xmv). With the reconstructed
mesh, we render from random viewpoints to create a set of
pseudo ground truth images {Isyn

i (z), i = 1, ..., N}. We
collect such paired dataset D = (z, {Isyn

i (z)|i = 1, ..., N})
for each sampled noise z, and use them for training the final
generator which includes our pretrained single-step multi-
view generator (described in Sec. 4.1) and a pretrained 3D
reconstructor [25, 76]. Here, I(z)i represents the i−th
view rendered from the generator given z. In practice, we
finetune our final generator by minimizing the difference
between the renderings of the generator’s output and the
corresponding pseudo ground truth images {Isyn

i (z), i =
1, ..., N} rendered from the same viewpoint in terms of the
RGB loss and LPIPS [84] loss:

L3D = Ez,Isyn(z)

[
LMSE(Irgb(z), I

syn
rgb (z)) + λ · LLPIPS(Irgb(z), I

syn
rgb (z))

]
(3)

Note that the 3D reconstructor in the final generator can
be regarded as a refinement module that tackles the multi-
view inconsistency issue for 3D reconstruction. Further-
more, this training strategy allows us to go beyond the fixed
six-view setting specified in Zero123Plus [57] and use the
renderings from arbitrary viewpoints for training, which is
an important factor for high-quality 3D reconstruction.

5. Experiments
5.1. Implementation Details

Datasets We train our model on the LVIS subset of the Ob-
javerse [7] dataset, which contains approximately 46, 000
objects. For each scene, we only need images at one view-
point to be the condition image of Zero123Plus [57].

Multi-view Score Distillation For Stage I training,
the multi-view generator, pretrained teacher Zero123Plus
model, and student Zero123Plus model as shown in Fig. 3
are all initialized with the fine-tuned white background
Zero123Plus [57] in InstantMesh [76]. We train the gen-
erator and student model on a single NVIDIA L40 GPU
for 5, 000 steps. In each iteration, the generator and stu-
dent model are updated alternatively. The t for the student



Table 1. Quantitative comparison of novel view synthesis of GECO and the baselines on GSO [9] dataset. We report PSNR, SSIM [71],
LPIPS [84] for novel view synthesis, CD and volume IoU for geometry. For the runtime, “Get 3D” refers to the time that the model predicts
the 3D representations (e.g. triplanes, gaussians) from single view inputs, “3D to mesh” is the time that converts the 3D representations to
meshes. We tested all methods on NVIDIA L40. The best results are bolded and the second best results are underlined.

Method Novel View Synthesis Geometry Runtime
PSNR↑ SSIM↑ LPIPS↓ CD↓ vIoU↑ Get 3D (s)↓ 3D to Mesh (s)↓ Total ↓

TriplaneGaussian [88] 18.52 0.817 0.191 0.036 0.492 0.11 140.0 140.1
OpenLRM [13, 19] 18.15 0.810 0.173 0.035 0.557 0.22 1.06 2.49
TripoSR [69] 18.33 0.812 0.172 0.033 0.577 0.16 1.30 1.46
LGM [66] 18.11 0.805 0.178 0.038 0.478 1.28 145.9 147.1
InstantMesh [76] (Our teacher) 19.15 0.822 0.152 0.028 0.626 7.06 0.30 7.36
Ours 19.31 0.825 0.154 0.029 0.599 0.34 0.30 0.64

model training is randomly sampled from [0.02, 0.98]. We
use a fixed guidance scale of 4 for the generator and the pre-
trained teacher model, and a guidance scale of 1 for the stu-
dent model. The generator and the student model are both
optimized by the Adam optimizer with learning rate 1e-6,
and betas (0.9, 0.999). We found it is crucial to balance the
learning rate of the generator and student model, otherwise
the generator will not converge to reasonable results.

3D Consistent Distillation We adopt InstantMesh [76]
as our reconstruction network R. For each condition im-
age, we ran Zero123Plus with deterministic 75-step DDIM
scheduler [61] to obtain the pseudo ground truth six views
and use it as input of the InstantMesh [76] to inference 3D
meshes. Then we render 50 images at random viewpoints to
save them for Stage II training. In Stage II, we use a learn-
ing rate of 1e-6 and a batch size of 8 to train 10 epochs.

Inference The whole pipeline of GECO takes about 0.64s
for each scene to generate 3D meshes on a single NVIDIA
L40 GPU, including 0.28s for multi-view image generation
and 0.06s for flexicube reconstruction and 0.30s for mesh
extraction. It consumes about 10 GB of GPU memory dur-
ing inference.

5.2. Experiment Protocol

Evaluation Dataset and Metrics Following prior
works [30–32], we adopt the Google Scanned Object
(GSO) [9] dataset to perform the quantitative comparison
of all the methods. We use the same randomly sampled
30 objects ranging from daily objects to animals in Sync-
Dreamer [32]. For each object, we render an image with
a size of 512 × 512 as the input view with zero eleva-
tion and render another two sets for evaluation: the first
set consists of 6 images from the same viewpoint as in
Zero123Plus [57], the second consists of evenly sampled
15 images around the object with zero elevation. For novel
view synthesis, we employ commonly used metrics for eval-
uation, including PSNR, SSIM [71] and LPIPS [84]. For
geometry evaluation, we report chamfer distance (CD) and
Volume IoU (vIoU).

Baselines We mainly compare with recent methods that
focus on feed-forward 3D generation, including LRM [19],
TriplaneGaussian [88] and TripoSR [69]. We use the com-
munity version OpenLRM [13] for LRM comparison since
the original model is not publicly available. We also include
LGM [66], which generates 3D Gaussians from multi-view
images in seconds.

5.3. Results
Qualitative Comparison Fig. 4 demonstrates the render-
ings of GECO and other baselines. We urge readers to view
our supplemental video to judge the multi-view consistency
of the results. Due to the reconstruction nature, the base-
line methods fail to generate reasonable textures at unseen
viewpoints, producing incorrect geometry and blurry ren-
derings. Our method handles the uncertainty through multi-
view image generation, so even at the back viewpoints, we
can synthesize details that are highly consistent with the in-
put image. From the geometry renderings, we can see that
our method also generates consistent and smooth geometry
with the input image at the back viewpoints, outperforming
other baselines. Video comparisons with baselines can be
found in the supplementary.

Fig. 5 further shows comparisons with other methods
that also generate multi-view images first and then recon-
struct 3D meshes with InstantMesh. It can be seen from
Fig. 5 that the output of Zero123 [31] is not consistent
across different viewpoints because each view is generated
separately, e.g. the shoes are in a pair in one view but not
in another. Therefore, the rendered images from 3D meshes
tend to be blurry and lack of details. Our method generates
multi-view images that are much more consistent and look
similar to 75-step sampling of Zero123Plus [57]. The high-
quality multi-view generation provides a basis for the 3D
generation stage.

Quantitative Comparison The quantitative comparison is
shown in Table 1. Our method achieves the best results in
novel view synthesis and geometry metrics. The improve-
ment results from the uncertainty handling of our approach
in the occluded regions. In contrast, TriplaneGaussian [88],
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Figure 4. Qualitative comparison against baseline methods. GECO outperforms the baselines, especially from the unseen views. For each
method, the first row and second row are the texture and geometry renderings respectively.

LRM [19] and TripoSR [69] cannot produce sharp predic-
tions for unseen parts, as they are deterministic models. In
terms of runtime, thanks to the Flexicubes technique, our
method achieves a higher rendering speed and more effi-
cient conversion to meshes than other methods. Triplane-

Gaussian achieves highly efficient rendering with 3D Gaus-
sians, but requires a slow mesh conversion process with
Point-E [45]. OpenLRM and TripoSR render much slower
due to triplane representation. Our method also achieves
comparable performance compared with our teacher model
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Figure 5. Comparison of GECO with the baselines that use differ-
ent multi-view image generation methods and then reconstruct 3D
meshes. Our one-step multi-view generator produces much better
results than Zero123 [31] and is comparable to Zero123Plus [57]
75-step sampling, leading to better 3D renderings.

Table 2. Quantataively results on the renderings and geometry
across different settings. We report PSNR, SSIM [71], LPIPS [84],
CD and vIoU on the GSO [9] dataset.

Method PSNR↑ SSIM↑ LPIPS↓ CD↓ vIoU↑
1-step Zero123Plus with InstantMesh [57] 14.79 0.791 0.262 0.052 0.462
Ours w/o Stage II 18.75 0.812 0.157 0.029 0.585
Ours 19.30 0.825 0.154 0.029 0.599

Figure 6. The Stage-II training alleviates the view inconsistency
issue in the multi-view diffusion outputs, resulting in higher-
quality results with less bad geometry and overexposure.

InstantMesh [76] and better results than LGM [66], while
being much faster.

Text-to-image-to-3D Generation Our method can also be
combined with text-to-image diffusion models for 3D gen-
eration from text prompts. We first use SD-XL [47] to gen-
erate images and then run GECO to synthesize 3D. The re-
sults are shown in Fig. 7.

5.4. Ablation Study

Quality of Multi-View Generator We evaluated the gen-
erated 6 views of our multi-view image generator on the
same GSO [9] objects we used in Sec. 5.2. Results
show that our multi-view generator after VSD distillation
achieves PSNR/SSIM/LPIPS of 17.28/0.784/0.197, which
is close to the results of 75-step sampling Zero123Plus [57]
(18.00/0.790/0.190). From Fig. 5, we can see that 1-step
inference in the original Zero123Plus cannot produce rea-
sonable results, while our method is able to generate sharp

Text Prompt Text to image Renderings

“Strawberry 
Cake”

“Yellow Suitcase”

“Star Character”

Figure 7. 3D generation given text prompts.

multi-view images and high-quality 3D renderings.

Effectiveness of Stage-II We compare the generation re-
sults before and after stage-II training in Fig. 6. We can see
from the results that after the stage-II training, the incor-
rect geometry on the object has gone. This is because the
Stage-II training distills a more robust 3D generator that can
handle the inconsistency of input images benefiting from
the multi-view supervision from the pseudo ground truth
images. Also, the overexposure problem in the generated
multi-view images from stage-II is also resolved (rightmost
example in Fig. 6). For Table 2, we can also see that both
the novel view synthesis metrics and geometry metrics are
improved after stage-II.

6. Conclusion and Future Work

In this work, we present GECO, a generative framework for
3D content generation. We found that directly learning a
3D generative model that generalizes well involves learning
from massive 3D data. Therefore, we use the intermediate
representation and employ a multi-view image generation
and reconstruction framework. The uncertainty of 3D gen-
eration is well addressed in the multi-view image diffusion
stage that enjoys the rich prior of pretrained 2D image diffu-
sion models. Then, 3D can be obtained through multi-view
reconstruction. We further jointly learn the multi-view im-
age generator and reconstructor to improve the 3D consis-
tency. The whole pipeline is feed-forward and requires less
than one second.

Our approach still has some limitations. First, our train-
ing process involves two stages, including distilling a multi-
view image diffusion model and leveraging it to learn a re-
construction model. Second, the results of our work are
bounded by the multi-step sampling results of the multi-
view diffusion models, which might still not be as consistent
as renderings of 3D representations. The first stage might
also influence the diversity of the generator. Future work
can consider learning a one-step 3D generative model that
can produce 3D representations directly, either by training
from scratch or distilling a 3D diffusion model.
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A. Datasets

Objaverse We use the Objaverse 1.0 [7] LVIS subset1 for
our training, which contains around 46K 3D objects. Since
our distillation method only requires the condition image as
the input, we render one image for each scene at a random
viewpoint with 49.1 FOV and a camera radius of 1.5.

GSO We use the same randomly selected 30 objects as
in [32] from Google Scanned Objects (GSO) [9] dataset
for evaluation. For each object, we use blender scripts to
render an image with a size of 512× 512 as the input view
with zero elevation and azimuth. We render another two
sets of images for evaluation: the first consists of 6 images
from the same viewpoint as in Zero123Plus [57], and the
second consists of evenly sampled 15 images around the
object with zero elevation.

B. Implementation Details
B.1. Pretrained Models

Zero123Plus Model We use the white background
Zero123Plus v1.1 model fine-tuned by InstantMesh [76]
without the depth ControlNet [83] part. The in-
put to the model is a white background image and
the output is a set of six novel view images at el-
evation (30,−20, 30,−20, 30,−20) and azimuth
(30, 90, 150, 210, 270, 330). The elevation angles are
absolute and the azimuth angles are relative to the input
view. During inference, Zero123Plus forwards the UNet
two times. For the first time, the UNet takes the condition
image as input and the keys and values matrices of the
self-attention matrices are stored. For the second time, the
UNet takes the noisy image as input and concatenates the
stored self-attention matrices for conditioning.

InstantMesh 3D meshes [23] are reconstructed from six
input images at random poses of an input object. It mainly
adopts the transformer architecture in LRM [13, 19] with
two major differences: first, the input of the network is ex-
tended from single-view to six-views; second, the output
3D representation is changed from triplanes to a differen-
tiable iso-surface extraction module, i.e., Flexicubes [56] to
enable efficient rendering and mesh extraction.

1https://objaverse.allenai.org/docs/objaverse-
1.0#lvis-annotations

B.2. Training Details

GECO can be trained quite efficiently, here we provide the
details our training:

Stage I: Multi-view Score Distillation When we train the
multi-view generator, we have three UNets that all initial-
ized with the same architecture and parameters. The teacher
model is freezing, and the multi-view generator and the stu-
dent model are trained. The training procedure is similar to
the standard VSD training implemented in threestudio [33].
For each iteration, we first random sample a batch of Gaus-
sian noises z and use it as the multi-view generator input.
The generator output is sent to the pretrained teacher and
student model for VSD loss. The gradients are backpropa-
gated to the generator. Afterward, we add noises at level t
in [0.02, 0.98] to the generator output and train the student
model to predict the added noises. We follow the original
Zero123Plus [57] model and use the DDPM Scheduler [15]
with v-prediction to train the student model. The training
takes about 4 hours on a single NVIDIA L40 GPU.

Stage II: 3D Consistent Distillation For this part, we fol-
low the InstantMesh [76] architecture design. During train-
ing, we use a batch size of 4 on 4 NVIDIA L40 GPUs for 5
epochs. The whole training takes about 10 hours. For each
scene, we always use the fixed 6 viewpoints from the multi-
view diffusion model as input and randomly sample another
4 views from the pseudo ground truth set to compute loss.

C. Baselines

We compare with other methods that can achieve 3D gen-
eration in a feed-forward manner. Current works that can
achieve this goal are reconstruction-based methods, which
train a model to predict novel views given an input image
with a regression loss. We select the most representative
and state-of-the-art methods for comparison: LRM [19],
TriplaneGaussian [88] and TripoSR [69].

LRM trains a large-scale transformer model that uses the
attention operations between learnable input embeddings
and input image features to directly output triplanes. Since
the official code is not public, we use the community open-
source version OpenLRM [13] for comparison2. We use the
openlrm-mix-large-1.1 model trained on Objaverse [7] and
MVImgNet [81] datasets as the comparison.

TriplaneGaussian utilizes two transformer-based net-
works: a point decoder and a triplane decoder, to recon-
struct 3D objects. The triplane features and point features
are combined to decode 3D Gaussians for fast novel view
synthesis. We use the official code for evaluation3.

2https://github.com/3DTopia/OpenLRM
3https : / / github . com / VAST - AI - Research /

TriplaneGaussian

https://objaverse.allenai.org/docs/objaverse-1.0#lvis-annotations
https://objaverse.allenai.org/docs/objaverse-1.0#lvis-annotations
https://github.com/3DTopia/OpenLRM
https://github.com/VAST-AI-Research/TriplaneGaussian
https://github.com/VAST-AI-Research/TriplaneGaussian


TripoSR follows the design principle of LRM and uses a
transformer network to predict triplanes from a single im-
age. The main difference is that TripoSR curated and ren-
dered a new set of 3D object data and employed mask loss
and patched rendering loss. We use the official code for
evaluation4.

D. Additional Results
D.1. Qualitative Comparison with LGM and In-

stantMesh

Besides comparing with feedforward baselines, we also
compare with methods that use multi-view diffusion mod-
els and multi-view reconstruction models for 3D genera-
tion: LGM [66] and InstantMesh [76]. LGM first predicts
multi-view images and then uses an asymmetric UNet ar-
chitecture that outputs 3D Gaussians stored by splatter im-
ages [65] of size 128 × 128 × 14 from 256 × 256 input
images. The 14 channels of splatter images all the param-
eters of 3D Gaussians, including color, position, rotation,
scale, etc. The whole process takes less than 2 seconds to
generate 3D Gaussians, but it takes about 2 minutes to ex-
tract meshes from the Gaussians. InstantMesh is our teacher
model that uses 75 steps of Zero123Plus to generate multi-
view images and produces meshes directly from these im-
ages. The qualitative results shown in Fig. 8 show that LGM
produces multi-view inconsistent renderings, floating arti-
facts and bad geometry, presumably due to the 3D Gaus-
sian representation. InstantMesh generates sharp renderings
and smooth surfaces. Our method also has comparable re-
sults with our teacher InstantMesh, while being more than
10 times faster.

D.2. 2D Renderings

More renderings of the 3D meshes generated by our method
can be found in Fig. 9.

4https://github.com/VAST-AI-Research/TripoSR

https://github.com/VAST-AI-Research/TripoSR
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Figure 8. Qualitative comparison of our method and LGM, InstantMesh, the two columns for each method are the RGB and geometry
renderings respectively.
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Figure 9. Additional results of our method.
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