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Low-Resource Machine Translation

e Sequence-to-sequence: (Seg2Seq):Learning:
o Modeled as Encoder-Decoder with Transformers.
e Low resource languages;:low:resource domains,

documents, etc.
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Multilingual Aligned Data
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Multilingual Translation;
Zero-shot translation; etc. -

Monolingual Unaligned Data -
Ne

Back-Translation; Self-Training;
Noisy Channel Reranking; etc.



Pre-training for NLP

Recent advances (~2018) on: self-supervised pre-training has
changed the field of: NLP:applications dramatically.

Downstream
Task1
Task 2

Pre-training
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Pre-training for NLP

Bidirectional Autoregressive

Encoder Decoder
> —_——————

Bidirectional Autoregressive
Encoder Decoder
A_B_E

<s>SABCD

BERT, RoBERTa, Electra GPT-1/2/3 MASS, BART
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BART

g(.) 1s the noise function

What is BART?

e Bidirectional and Auto-Regressive Transformers
e Encoder-Decoder Pre-training, more specifically, Seq2Seq Decoding
Autoencoder.
e DAE is not new for NLP, so what is different?
O Large Scale Unlabeled Data
O ~hundreds of million parameters
o Aset of noise functions
e Best for sequence generation tasks, e.g. Summarization.

DE.ABC. C.DE.AB

Token Masking | Sentence rmutation Document Rotation

How about
Machine

N
(AGED £ (ABC-BE) 3 (ALDIED

Token Deletion Text Infilling

Translation?

|
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Multilingual Denoising Pre-training for
Neural Machine Translation

Accepted by TACL2020
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MBART

Who am | ? </s> Where did | come from ? </s> <En> h(E 8?2 <s><da>

Transformer Decoder Sent-MT 1 forme r Transformer Decoder

Where did __from ? </s>Who __ | __ </s> <En> ho am | ? </s> Where did | come from ? </s> Who am | ? </s> <En> <Ja>Fh (X 5E? </s>

EN U» & . </s> £ BA . </s><la> Well then . </s> See you tomorrow .</s> <En>

Transformer Decoder T mer r Transformer Decoder

_ BB . </s>EFh _</s> <Ja> h U & . </s> £ BH . </s> ENU» & . </s> £ BE . </s><Ja> <En> Well then . </s> See you tomorrow .</s>

Multilingual Denoising Pre-Training (mBART) Fine-tuning on Machine Translation

FACEBOOK Al Liu et. al (2020)



MBART

Masked Language
Modeling (MLM)

T
o i 3

embeddings

Translation Language
Modeling (TLM)
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Data: CC25 Corpus

e Subset of the Common
Crawl| (CCNet) data on s monolingual (GB)
25 languages;

® large-scale &
Document-level

® Language unbalanced

® Total size ¥2TB

® Sentencepiece
subwords used by
XLM-RoBERTa, with a
vocabulary size of
250,000 tokens.

0
En Ru Vi Ja De Ro Fr Fi Ko Es Zh It NI Ar Tr Hi Cs Lt Lv Kk Et Ne Si Gu My
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Model

e Transformers
O 12 Layer Encoder + 12 layer Decoder, following the same
architecture as the original BART model.
O ~610M parameters
m Bigger than traditional neural translation models (e.g.
Transformer-base/big for most language pairs)
m Much smaller than the recent biggest pre-training
models such as T5, etc.
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Learning

e Noise functions
o Wh OI e-wor d ma Skl ng Token Masking  Sentence rmutation Document Rotation

O Sentence Permutation O &

Token Deletion Text Infilling

® Learning Details
O To learn a full model on 25 languages (mMBART25):
m 256 V100 GPUs x 2.5 weeks (500K updates)
o Deal with the language imbalance:
m Temperature-based Resampling during
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Results

We fine-tune the pre-trained mBART model on
three sets of experiments:

Sentence-level Translation

> Supervised
Document-level Translation Translation

Unsupervised Translation
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Sentence-level MT

e We collect the 24 pairs (X-En) of publicly available parallel
corpus, so called ML25 benchmark.
e Improvements on BLEU score compared to best baselines.

FTBL-BL (X-En) FTBL-BL (En-X)

25 Languages 25 Languages

High Resource » | ow Resource High Resource » | ow Resource

** \We recently update a new version of training set, which appears to be

FACEBOOK Al slightly different from the arxiv version. **



Sentence-level MT
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Pre-training and
BT can be

combined!

FACEBOOK Al



Sentence-level MT

Pre-training Fine-tuning
Model Data En—Ro Ro—En

Random None | 34.3 34.0

XLM (2019) En Ro 35.6
MASS (2019) En Ro -
BART (2019) En -
XLM-R (2019) CC100 35.8

BART-En En 35.8
BART-Ro Ro 36.8
mBART02 En Ro 38.5
mBART25 CC25 37.8

Bilingual mBART
is better than
multilingual here.
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Sentence-level MT

—e— mMBART25
—s— mBARTO02
Random

=)
Ll
-
)
o))
c
€
3
=
g
=

200 300
pretraining steps (K)

Figure 3: Fine-tuning curves for Ro-En along with
Pre-training steps. Both mBART25 and mBART02
outperform the best baseline system after 25K steps.
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Sentence-level MT

I
Monolingual NI-En En-NI NI-De De-NI

Random None 346 (-8.7) 293(-5.8) 275(10.1) 169(¢-4.7)) 21.3(-6.4) 209 (-5.2)
mBART(02 EnRo 41.4 (-2.9) 34927 21.2(-04) ] 26.1(-1.6) 25.4(-0.7)
mBART06 EnRoCslItFrEs| 43.1(-0.2) 34.6(-02) 37.3(-03) 21.1(-0.5)] 264(-1.3) 253(-0.8)
mBART25 All 43.3 34.8 37.6 21.6 27.7 26.1
]

able 7: Generalization to Unseen Languages Language transfer results, fine-tuning on language-pairs withou
Table 7: G lization to U L Language transf Its, fine-tuning on language-p thout
pre-training on them. mBART25 uses all languages during pre-training, while other settings contain at least one
unseen language pair. For each model, we also show the gap to mBART25 results.

Gap is relatively small as
long as we have enough
bi-text data for fine-tuning!
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Document-level MT

fEA—RERR, HR3
SOURCE hE—REH Tk,

® Doc-MT is relatively a
“low-resource” problem:

O e.g.Zh-En only has
As an artist, as an artist, as an artist, as an artist, as an artist, as an artist, as an artist, as an artist, as an artist, as an artist. I'm going to focus on the glacier and the

. .
=1 7Kt
; rainin
d t | glacier and the glacier and the glacier. There's a lot of ice in the ice in the ice, and there's a lot of ice in the ice, and there's a lot of ice in the ice, and there's a lot of
O C u l I l e n S . ice in the ice in the ice. It's a ice that's ice that's melted from the ice of the ice that's melted from the ice of the ice that's melted from the ice of the ice that's melted

® Training from scratch
tend to produce much
shorter translations.

from the ice of the ice that I've lost. There's a lot of ice that I'm going to show you some pictures that I'm going to show you. And you can see that it's moving to the
top of it, and it's moving to the top of it.

® Existing approaches typically work at sentence-level, with document information
as additional context(s).
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Document-level MT

(a) Sentence- and Document-level BLEU scores on En-De

Random

Model  piEU dBLEU

Sent-MT 345 359 36.4 38.0
Doc-MT X 7.7 371 38.5

(b) Document-level BLEU scores on Zh-En

Random mBART25 | HAN (2018)

Model i g1 EU  4-BLEU d-BLEU

Sent-MT
Doc-MT
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As an artist, as an artist, as an artist, as an artist, as an artist, as an artist, as an artist, as an artist, as an artist, as an artist. I'm going to focus on the glacier and the
glacier and the glacier and the glacier. There's a lot of ice in the ice in the ice, and there's a lot of ice in the ice, and there's a lot of ice in the ice, and there's a lot of
ice in the ice in the ice. It's a ice that's ice that's melted from the ice of the ice that's melted from the ice of the ice that's melted from the ice of the ice that's melted
from the ice of the ice that I've lost. There's a lot of ice that I'm going to show you some pictures that I'm going to show you. And you can see that it's moving to the
top of it, and it's moving to the top of it.

And as an artist, connection is very important to me. Through my artwork, | try to convey the idea that humans are not separated from nature, but that everything is
connected to each other. When | first went to Antarctica about 10 years ago, | saw for the first time icebergs. And | felt awe. My heart was shaking, my head was
shaking, trying to understand what was in front of me. The icebergs around me were floating almost 200 feet above the surface of the water, and | could only feel how
strange it was that this was a snowflake covering another snowflake, forming over and over again over and over again. And icebergs form when they break off from
glaciers or when they break off from ice shelves. And each iceberg has its own unique personality. They interact in a very distinctive way with the environment around
them and the circumstances in which they're located. Some icebergs refuse to settle down, and some icebergs can't stand the heat of passion that pours down
and breaks ice. And when you look at icebergs, it's easy to think that they're isolated, that they're independent, that they're individual, that they're more like the way
we think about ourselves sometimes. But the reality is much more than that. As the icebergs melt, | breathe in the smell of its ancient past. As the icebergs melt, they
release fresh water that is rich in minerals that feed everything. And I'm photographing these icebergs like I'm photographing my ancestors, and I'm learning that in
these individual moments, icebergs used to exist in that way and will never be the same again. When they melt, it's not about death; it's not about the end, butit's
about a continuation of a lifetime. And the icebergs I've photographed, some of them are very young -- thousands of years old. And some of them are more than
100,000 years old. And the last picture | want to show you is a iceberg that | photographed on Kekertsuatsiak in Greenland._And it's a very difficult opportunity for you
to actually witness the rolling of a iceberg. So here it is. On the left you can see a little boat. It's a little boat about 15 feet long. And | want you to notice that the shape
of the iceberg changes as it floats over the surface of the water. And here you see it start to roll, and the boat moves to the other side, and a man is standing there.
And this is an average size Icelandic iceberg. And it floats about 120 feet above the surface of the water, or 40 meters. And this video was taken in real time. And like
these icebergs, they show you different aspects of their personality. Thank you.



Unsupervised MT

Similar to prior research (XLM; MASS), we:also: use
unsupervised translation as: the:testing: benchmark.
e The goal is to build a translation system for X — Y while
we don’t have direct parallel data between X and Y.
e In practise, unsupervised MT is more meaningful for “real
low resource” and “distinct” languages.

In this part, we discuss

two types

Kim, Yunsu, Miguel Graga, and Hermann Ney.
"When and Why is Unsupervised Neural Machine
Translation Useless?." arXiv preprint
arXiv:2004.10581 (2020).
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Unsupervised MT

Monollngual Ne Text Monollngua\ En Text

En-Ne En-Si
-~ =

Random 21. . 0.0 00 0.0 0.0

Input / \ MLEIoss MLEIoss / ‘ Input

Decode \ / Input ' Input \ /Decode

XLM (2019) 3 . 05 01 0.1 0.1
MASS (2019)

Generated En Text Generated Ne Text

(@)
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Unsupervised MT

As a reference, without mBART pretraining,

the transfer BLEU is almost 0 for all pairs. Fine-tune

on X-En

Parallel En Text Generated En Text
Fine-tuning Languages

Zh Ja Ko Cs Ro NI It Ar i Ne Si

Domain | News TED TED News News TED TED TED iki  Wiki

MLE loss l Decode

mBART |---—+»
Transfer

88 92 28 78 70 68 62 72 42 59 00
bl 9.9 JIOMN 122 09 48 64 51 56 47 42 65 00
mme Input T 58 169 N246N 57 85 95 91 87 96 88 1L1 00

_ 93 151 172 [J2N6M 195 170 167 169 132 151 164 00
Parallel HIText 1y NelText 162 187 179 = 23.0 QBH8N 223 216 226 164 185 221 00
144 304 323 212 270 Q48BN 341 310 246 233 273 00
169 258 278 171 234 302 JB9BN 306 20.1 185 232 00
58 155 128 127 120 147 147 JBE6N 116 130 167 00

Directlv test il 32 101 99 58 67 61 50 76 B 145 130 00
y 21 67 65 50 43 30 22 52 108 0.0
on Y-En 50 57 38 38 13 09 05 35 "8I 89 BB 00

82 85 47 54 35 21 00 62 138 135 128 BN
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Cross-lingual Retrieval for Iterative Self-
Supervised Training

INn submMmission
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Emergent Cross-lingual Alignment

® Language agnostic representation emerged from the pretrained encoder?
® Bi-text has additional information useful for language transfer?

Parallel En Text Generated En Text
Fine-tuning Languages

Zh Ja Ko Cs Ro NI It Ar i Ne Si Gu

Domain | News TED TED News News TED TED TED iki  Wiki Wiki

8892w 28 78 70 68 62 72 42 59 00
99 JIOMN 122 09 48 64 51 56 47 42 65 00
58 169 N246N 57 85 95 91 87 96 88 1L1 00
93 151 172 [J2N6M 195 170 167 169 132 151 164 00
162 187 179 = 23.0 JB#8N 223 216 226 164 185 221 00
144 304 323 212 27.0 48BN 341 310 246 233 273 00
169 258 278 17.1 234 302 N8O8N 30.6 20.1 185 232 00
58 155 128 127 120 147 147 BN 116 130 167 0.0
32 101 99 58 67 61 50 76 B 145 130 00
21 67 65 50 43 30 22 52 108 0.0
50 57 38 38 13 09 05 35 T8 89 [1137 00
82 85 47 54 35 21 00 62 [ 138 135 128 SN

MLE loss Decode

mBART |---—+»
Transfer

(no train)
Input

Parallel Hi Text (b) Ne Text

Similar Representations

70}
4
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=
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Emergent Cross-lingual Alignment

Beijing est une ville capitale de la Chine.

Peking on paakaupunki Kiinassa.
A

7
i
i
]
1

Decoder
Universal Language Space???

Encoder

Peking’on paakaupunki Kiinassa.
Beijing is a capital city of China. Peking ist eine Hauptstadt von China.

Beijing est une ville capitale de la Chine.

FACEBOOK Al Dong et. al (2015)



Emergent Cross-lingual Alignment

The pre-trained encoder:tends:to:output similar representations
across different languages without parallel supervision.

We verify our assumption based on a sentence
retrieval task using TED58 corpus. For each
sentence pair: 57% (on average) v.s. 0.04% (random)
® Encode sentences with the pre-trained
MBART encoder;
® Use the the pooled last layer hidden states
to search the nearest neighbor in the
target language;
® Report the Top-1 accuracy.

ar
cs
de
en
es
fr
nl
ro
ru
tr

ar csdeenes fr it ja ko nl ro ru tr vi zh
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Emergent Cross-lingual Alignment

We fine-tune the pre-trained mBART on the
bitext data of Ja-En of TED58, and REDO the

retrieval task: 84% (after) v.s. 57% (before)
® The retrieval accuracy of all pairs gets
improved significantly!
e This directly explains why language
transfer will work:
O When fine-tuning on bitext of any
language, the model automatically learns

to translate all languages because of the
aligned representations.

arcsdeenes fr it ja konl ro ru tr vi zh

FACEBOOK Al



Emergent Cross-lingual Alignment

Inspired from the previous findings.. ...

We hypothesize such cross-
lingual alignment can be self-
improved without using real

parallel data. -
OAIIE Mined Parallel
L Alignment of C
Instead, we replace it with mBART orpus

pseudo parallel data mined by
the model itself based on
sentence retrieval.

Still

unsupervised!
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CRISS (Cross-lingual Retrieval for Iterative
Self-Supervised Training)

The same datasets for training mBART, to speed-up
retrieval, we subsample 100M for each language.

L .
Monolingual data Pseudo-parallel / Multlllr'!g_LlaI MT Unsupervised MT
data A Training /
L [

Supervised MT
MBART pratmined [ Bi-textmining | Seq2Seq Model |

t+1
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CRISS

® Apply a score function based on K nearest neighbors (defined
by cosine distance) to score and rank pairs;

e Keep pairs with scores larger than certain threshold to create
the pseudo corpus;

cos(z,
score(x,y) = (z.9)

cos(z,z) cos(z,y)
ZZENz 2k + ZZENy 2k

FACEBOOK Al



CRISS

Training Stage:

FACEBOOK Al

Merge all pseudo parallel datasets
and training over the pre-trained

MBART model in multilingual settings.

Ideally, for N languages (e.g. N=25 for
mBART25), we need to mine (N-1)/2
directions to train.

In practise, we find that a small
number of pivot languages (by
default, English, Spanish, Hindi,
Chinese) are enough to achieve good
performance.




CRISS

e mMBART helps learn good representations for Self-attention
in both the encoder and decoder side;

e However, because of the nature of auto-encoder, the
encoder-decoder attention is completely not useful in
machine translation downstream tasks.

® In contrast, CRISS directly works in a cross-lingual setting,
which naturally enables encoder-decoder attention.

Concurrent work which used a similar retrieve and sequence-to-sequence learning:
Lewis, Mike, et al. "Pre-training via Paraphrasing." arXiv preprint arXiv:2006.15020

FACEBOOK Al telell]



Results

We verify the proposed CRISS compared with
MBART on three sets of experiments:

Unsupervised Translation

We directly evaluate on

_ the CRISS model;
Sentence Retrieval

Supervised Translation We use CRISS model to
initialize and fine-tune on

supervised datasets.
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Unsupervised MT

e Unlike mBART and other pre-training methods, CRISS itself is
an unsupervised translation system, and do not need additional
training steps (e.g. online BT in XLM/MASS/mBART)

I
Direction en-de de-en en-ne ne-en | en-ro ro-en

CMLM [30] . 347  33.6
XLM [6] . . . 333 318
MASS [33] 34. 35.2  33.1

D2GPO [19] 34. 36.3 334
mBART [20] . 350 305

CRISS Iter 1 29. . 249 279
CRISS TIter 2 : y 34.1 365
CRISS Iter 3 . . 351 37.6
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d MT

1ISE

Unsuperv

—— 1 pivot language
- 2 pivot languages
—— 4 pivot languages
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e We compare the unsupervised translation results with 1 (En), 2
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Sentence Retrieval

e \We use the pooled Encoder’s hidden states to

represent sentences as we did for TED58.

FACEBOOK Al

Lang

XLMR [5]
mBART [20]
CRISS Iter 1

CRISS Iter 2
CRISS Iter 3

LASER [2]

Lang

XLMR [5]
mBART [20]
CRISS Iter 1

CRISS TIter 2
CRISS Iter 3

LASER [2]

ar
47.5

39

72
76.4

249
76.8
84.8
84.6
94.6

de

it
68.3
68.6

88.7
91.9
92.5

95.2
zh

68.3 (71.6)
14.8

69

81

85.6

95

LASER is a supervised
approach listed for
reference.



Supervised MT

en-x, CRISS FT - mMBART FT x-en, CRISS FT - mBART FT
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Multilingual Neural Machine Translation
with Multilingual Denoising Pretraining

Arxiv and In submission
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| ow-Resource Machine Translation

e Sequence-to-sequence: (Seg2Seq):Learning:
o Modeled as Encoder-Decoder with Transformers.
e Low resource language transiation; Document-level

translation, etc.

I3 X

FACEBOOK Al
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.
Multilingual Labeled Data

1 KR
Multilingual Translation;
Zero-shot translation; etc. “I

Monolingual Unlabeled Data
Back-Translation; Self-Training;
Noisy Channel Reranking; etc. En



Multilingual NMT (mMNMT)

Ja
e Different from mBART, multilingual Zh
translation is supervised based on Fr i
multilingual parallel corpus. De
e Typically, we only have English as the +
common language, resulting in three types 7h
of MNMT: many to one, one to many, and bz =
many to many. De

Many-to-One

One-to-Many

e mNMT can leverage high-resource language
data to improve low-resource translation.

FACEBOOK Al

Many-to-Many




MBART + mNMT

e When we have both monolingual and multilingual resources, we can
first pre-train mBART, and perform multilingual fine-tuning on the
trained model.

e Temperature sampling is also applied (the same as pre-training).

Following the previous evaluation, we report translation
performance on the same test sets.

Sentence-level Translation

Another option is to jointly train system with both monolingual and parallel data:

Siddhant, Aditya, et al. "Leveraging Monolingual Data with Self-Supervision for Multilingual Neural Machine Translation." arXiv
preprint arXiv:2005.04816 (2020).
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Results on 25 Languages:

® Overall Results

X-En transation En-X translation

@ BLFT-BL @ ML25N1-BL ML25NN -BL @ MBT25_N1-BL @ MBT25NN-BL @ BLFT-BL @ ML25_1IN-BL ML25NN -BL @ MBT25_IN-BL @ en-x, MBT25NN - BL

25 Languages 25 Languages

High Resource » .ow Resource High Resource » |ow Resource
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Results on 25 Languages:

® mMNMT with/without mBART Pre-training

X-En En-X

MBT25 N1 - ML25 N1 MBT25 1N - ML25 1N
6

MBT25_1N - ML25_1N

z
"
&
d
=
z
w0
8
a
=
=

3

e E @GS , RPN

e _‘.;.7‘}2““ &7 Y, ¥ POIN S VIV EV AN &
E

25 Languages 25 Languages

High Resource » | ow Resource High Resource » | ow Resource
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Results on 25 Languages:

® mMBART Pre-training + bilingual or multilingual fine-tuning

MBT25 N1 - BLFT MBT25 1N - BLFT

k
]
@
z
0
&
o
@
=

CSIFEEDRLPE L EP

ISIAZ I 0 SV VAVEVES I S VNI o

25 Languages
25 Languages

High Resource » .ow Resource High Resource » Low Resource
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Extending to 50 Languages

e Up to now, all our discussions are restricted in 25 languages
as proposed in the original mBART.

e \We gather additional 25 languages, both for monolingual (CC
corpus) and parallel (TED talks, WAT, etc) datasets.

| Data size

10M+
IM - 10M
100k to 1M

10K to 100K

Languages

German, Czech, French, Japanese, Spanish, Russian, Polish, Chinese

Finnish, Latvian, Lithuanian, Hindi, Estonian

Tamil, Romanian, Pashto, Sinhala, Malayalam, Dutch, Nepali, Italian, Arabic, Ko-
rean, Hebrew, Turkish, Khmer, Farsi, Vietnamese, Croatian, Ukrainian

Thai, Indonesian, Swedish, Portuguese, Xhosa, Afrikaans, Kazakh, Urdu, Macedo-
nian, Telugu, Slovenian, Burmese, G iz

(- | Marathi, Gujarati, Mongolian, Azerbaijani, Bengali

e We did not train mBART50 from scratch, instead, we find
that it is possible to simply take the mBART25 checkpoint,
and continue training the model with more languages.
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Results on 50 Languages:

Overall Results

X-En translation

@ BLFT-BL @ MBTN1-BL x-en, MLSON1-BL @ x-en, MBTSONN-BL @ x-en, MLSONN - BL @ BLFT-BL @ enx MBTS0 IN-BL en-x, MLSOIN-BL @ en-x, METSONN-BL @ en-x, MLSONN - BL

O
O

50 Languages

50 Languages

High Resource » | ow Resource High Resource » | ow Resource
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Results on 50 Languages

ining

® MNMT with/without mBART Pre-tra

MBTS50 1N - ML50 1N

=

o

[Te]

—

=
'

MBTS0 N1

NL GZIN

LN 0§ -

NL GZ18W

LN 0S18N

@
@
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]
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o
c
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-

=]

n

50 Languages

Low Resource

[
»

High Resource

» | ow Resource

High Resource
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Results on 50 Languages:

® mMBART Pre-training + bilingual or multilingual fine-tuning

MBTS50 N1 - BLFT MBT50 1N - BLFT
20

15

50 Languages 50 Languages

High Resource » | ow Resource High Resource » | ow Resource
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Results on Zero-shot Translation

Training many-to-many models naturally enables us to perform zero-shot
translation which has already seen in (Johnson, et. al., 2017)

We perform some “initial” experiments on many-to-many models both from
scratch and mBART fine-tuning. Both models are trained on ML50 benchmark
without any specific modification (e.g. auxiliary loss to encourage language
agnostic representations).

We evaluate the learned models on translation test sets of {CS/DE/ES/FR} from
WMT data.

FACEBOOK Al



Results on Zero-shot Translation

The results are somewhat expected...

MBART 50 finetuned NN and ML50 from scratch

B MBART 50 finetuned NN [l ML50 from scratch

0
cs-de cs-es csfr decs de-es defr es-cs es-de esfr frcs fr-de fres

Pair

FACEBOOK Al

Model trained from
scratch is degenerated
and only output
English.

In contrast, model fine-
tuned from mMBART
achieves quite stable
performance across
these languages.

We suspect two
possible reasons:
o Universal
representation;
o Pretrained
Decoder.



Conclusions for mBART + mMNMT

With the experiments of both 25 languages and 50 languages, it is clear to
draw the following conclusions:

(1) For many-to-one (X-En) translation, MNMT with mBART pre-training
almost improves the performance compared to both bilingual fine-
tuning and multilingual training from scratch.

(2) For one-to-many (En-X) translation, things get complicated.

(a) mBART becomes only useful for high-resource or very low resource
languages;
(b) Bilingual fine-tuning is more stable for medium sized languages.

(3) Many-to-many translation follows similar trend in (1) and (2), while
MBART pre-training enables “stable” zero-shot machine translation
results.
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Future Work

e Identify the issue and improve the performance of
one-to-many translation with mBART pre-training;

e Efficient Inference for mBART fine-tuned models;
e Extend to 100+ languages + 10B models;
® Online CRISS and v.s. BT

e More...
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Open Source & Reference

Dataset:
e Pretraining: CC-Net (https:/github.com/facebookresearch/cc net)
e ML25/ML50 benchmark: TBD

Code: https://github.com/pytorch/fairseg/tree/master/examples/mbart
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https://github.com/facebookresearch/cc_net
https://github.com/pytorch/fairseq/tree/master/examples/mbart

Thank You !
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