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Low-Resource Machine Translation
● Sequence-to-sequence (Seq2Seq) Learning:

○ Modeled as Encoder-Decoder with Transformers.

● Low resource languages, low resource domains, 

documents, etc. 
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Pre-training for NLP
Recent advances (~2018) on self-supervised pre-training has 

changed the field of NLP applications dramatically.
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Pre-training for NLP
Encoder 

Pre-training

Decoder Pre-

training
Seq2Seq Pre-training

Lewis et. al (2019)

BERT, RoBERTa, Electra GPT-1/2/3 MASS, BART

Architecture is commonly a variant of Transformers.



BART
Seq2Seq Denoising Autoencoder

What is BART?
● Bidirectional and Auto-Regressive Transformers
● Encoder-Decoder Pre-training, more specifically, Seq2Seq Decoding 

Autoencoder.
● DAE is not new for NLP, so what is different?

○ Large Scale Unlabeled Data
○ ~hundreds of million parameters
○ A set of noise functions

● Best for sequence generation tasks, e.g. Summarization.

How about 

Machine 

Translation?

Lewis et. al (2019)
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mBART

● We extend BART pre-training to multilingual -- mBART

○ Pre-train mBART on a multilingual unlabeled corpus 

(with additional language token);

○ Finetune mBART weights for machine translation.

Liu et. al (2020)



mBART

● Closely Related Research:

○ XLM (Lample et.al, 2019) / XLM-

R (Conneau et.al, 2019)

○ MASS (Song et.al, 2019)



Data: CC25 Corpus

● Subset of the Common 
Crawl (CCNet) data on 
25 languages;

● Large-scale & 
Document-level

● Language unbalanced
● Total size ~2TB 

● Sentencepiece 
subwords used by 
XLM-RoBERTa, with a 
vocabulary size of 
250,000 tokens.



Model

● Transformers
○ 12 Layer Encoder + 12 layer Decoder, following the same 

architecture as the original BART model.
○ ~610M parameters

■ Bigger than traditional neural translation models (e.g. 
Transformer-base/big for most language pairs)

■ Much smaller than the recent biggest pre-training 
models such as T5, etc.



Learning

● Noise functions
○ Whole-word masking
○ Sentence Permutation

● Learning Details
○ To learn a full model on 25 languages (mBART25):

■ 256 V100 GPUs x 2.5 weeks (500K updates)
○ Deal with the language imbalance:

■ Temperature-based Resampling during 



Results

We fine-tune the pre-trained mBART model on 
three sets of experiments:

Sentence-level Translation

Document-level Translation

Unsupervised Translation

Supervised 
Translation



Sentence-level MT
● We collect the 24 pairs (X-En) of publicly available parallel 

corpus, so called ML25 benchmark.

● Improvements on BLEU score compared to best baselines.

** We recently update a new version of training set, which appears to be 

slightly different from the arxiv version. **

High Resource Low Resource High Resource Low Resource



Sentence-level MT

● with Back-Translation (BT)

Pre-training and 

BT can be 

combined!



Sentence-level MT

● v.s. Other Pre-training Methods

Bilingual mBART 

is better than 

multilingual here.



Sentence-level MT

● How many pre-training steps are needed?



Sentence-level MT

● Generalize to Unseen Languages

Gap is relatively small as 

long as we have enough 

bi-text data for fine-tuning!



Document-level MT

Doc-level MT aims to translate with the document information.

● Doc-MT is relatively a 
“low-resource” problem:

○ e.g. Zh-En only has 
～1.7K training 
documents.

● Training from scratch 
tend to produce much 
shorter translations.

● Existing approaches typically work at sentence-level, with document information 
as additional context(s).



Document-level MT

mBART pre-training enables 

to train document-level MT 

directly in seq2seq.



Unsupervised MT

Similar to prior research (XLM, MASS), we also use 

unsupervised translation as the testing benchmark.

● The goal is to build a translation system for X → Y while 

we don’t have direct parallel data between X and Y.

● In practise, unsupervised MT is more meaningful for “real 

low resource” and “distinct” languages.

Kim, Yunsu, Miguel Graça, and Hermann Ney. 

"When and Why is Unsupervised Neural Machine 

Translation Useless?." arXiv preprint 

arXiv:2004.10581 (2020).

In this part, we discuss 

two types



Unsupervised MT

Starting from mBART pretrained model, we generate 

BT data given X/Y monolingual data.



Unsupervised MT

Specifically for “to En” direction, we perform 

language transfer from another pair.

Directly test 

on Y-En

Fine-tune 

on X-En

As a reference, without mBART pretraining, 
the transfer BLEU is almost 0 for all pairs.



Cross-lingual Retrieval for Iterative Self-
Supervised Training 

In submission



Emergent Cross-lingual Alignment

Why language transfer can work?

● Language agnostic representation emerged from the pretrained encoder?
● Bi-text has additional information useful for language transfer?

Similar Representations



Emergent Cross-lingual Alignment

Dong et. al (2015)

Encoder

Decoder



Emergent Cross-lingual Alignment

The pre-trained encoder tends to output similar representations 

across different languages without parallel supervision.

We verify our assumption based on a sentence 
retrieval task using TED58 corpus. For each 
sentence pair:

● Encode sentences with the pre-trained 
mBART encoder;

● Use the the pooled last layer hidden states 
to search the nearest neighbor in the 
target language;

● Report the Top-1 accuracy. 

57% (on average)  v.s.  0.04% (random)



Emergent Cross-lingual Alignment

The alignment gets stronger after fine-tuning on any pair...

We fine-tune the pre-trained mBART on the 
bitext data of Ja-En of TED58, and REDO the 
retrieval task:

● The retrieval accuracy of all pairs gets 
improved significantly!

● This directly explains why language 
transfer will work:

○ When fine-tuning on bitext of any 
language, the model automatically learns 
to translate all languages because of the 
aligned representations.

84% (after)  v.s.  57% (before)



Emergent Cross-lingual Alignment

Inspired from the previous findings….

We hypothesize such cross-
lingual alignment can be self-
improved without using real 
parallel data.

Instead, we replace it with 
pseudo parallel data mined by 
the model itself based on 
sentence retrieval.  

Cross-lingual 

Alignment of 

mBART

Mined Parallel 

Corpus

Improve

Improve

Still 

unsupervised!



CRISS (Cross-lingual Retrieval for Iterative 

Self-Supervised Training)

t=0
t ←t+1

The same datasets for training mBART, to speed-up 
retrieval, we subsample 100M for each language.

t>0



CRISS

Mining Stage:

● Apply a score function based on K nearest neighbors (defined 
by cosine distance) to score and rank pairs;

● Keep pairs with scores larger than certain threshold to create 
the pseudo corpus;



CRISS

Training Stage:

● Merge all pseudo parallel datasets 
and training over the pre-trained 
mBART model in multilingual settings.

● Ideally, for N languages (e.g. N=25 for 
mBART25), we need to mine (N-1)^2
directions to train.

● In practise, we find that a small 
number of pivot languages (by 
default, English, Spanish, Hindi, 
Chinese) are enough to achieve good 
performance. 



CRISS

Another Intuition why CRISS might work….

● mBART helps learn good representations for Self-attention
in both the encoder and decoder side;

● However, because of the nature of auto-encoder, the 
encoder-decoder attention is completely not useful in 
machine translation downstream tasks.

● In contrast, CRISS directly works in a cross-lingual setting, 
which naturally enables encoder-decoder attention.

Concurrent work which used a similar retrieve and sequence-to-sequence learning:  

Lewis, Mike, et al. "Pre-training via Paraphrasing." arXiv preprint arXiv:2006.15020 

(2020).



Results

We verify the proposed CRISS compared with 
mBART on three sets of experiments:

Unsupervised Translation

Supervised Translation

Sentence Retrieval

We directly evaluate on 
the CRISS model;

We use CRISS model to 
initialize and fine-tune on 
supervised datasets.



Unsupervised MT

Comparison with existing methods:

● Unlike mBART and other pre-training methods, CRISS itself is 

an unsupervised translation system, and do not need additional 

training steps (e.g. online BT in XLM/MASS/mBART)



Unsupervised MT

How many pivot languages do we need?

● We compare the unsupervised translation results with 1 (En), 2 

(En, Es) and 4 (En, Es, Hi, Zh) pivot languages:



Sentence Retrieval

We apply CRISS on Tatoeba sentence retrieval task:

● We use the pooled Encoder’s hidden states to 

represent sentences as we did for TED58.

LASER is a supervised 
approach listed for 
reference.



Supervised MT

Similar to mBART, we apply CRISS as the initialization on 

the same benchmark of 25 languages. 



Multilingual Neural Machine Translation 
with Multilingual Denoising Pretraining  

Arxiv and In submission



Low-Resource Machine Translation
● Sequence-to-sequence (Seq2Seq) Learning:

○ Modeled as Encoder-Decoder with Transformers.

● Low resource language translation, Document-level 

translation, etc. 

Ne En

Multilingual Labeled Data 

Monolingual Unlabeled Data

Back-Translation; Self-Training; 
Noisy Channel Reranking; etc.

Multilingual Translation; 
Zero-shot translation; etc.
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Multilingual NMT (mNMT)

● Different from mBART, multilingual 
translation is supervised based on 
multilingual parallel corpus.

● Typically, we only have English as the 
common language, resulting in three types 
of mNMT: many to one, one to many, and 
many to many.

● mNMT can leverage high-resource language 
data to improve low-resource translation. 
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mBART + mNMT

Another option is to jointly train system with both monolingual and parallel data: 

Siddhant, Aditya, et al. "Leveraging Monolingual Data with Self-Supervision for Multilingual Neural Machine Translation." arXiv 

preprint arXiv:2005.04816 (2020).

● When we have both monolingual and multilingual resources, we can 
first pre-train mBART, and perform multilingual fine-tuning on the 
trained model.

● Temperature sampling is also applied (the same as pre-training).

Following the previous evaluation, we report translation 
performance on the same test sets.

Sentence-level Translation



Results on 25 Languages: 
● Overall Results

High Resource Low Resource High Resource Low Resource



Results on 25 Languages: 

● mNMT with/without mBART Pre-training

High Resource Low Resource High Resource Low Resource

X-En En-X



Results on 25 Languages: 
● mBART Pre-training + bilingual or multilingual fine-tuning

High Resource Low Resource High Resource Low Resource



Extending to 50 Languages

● Up to now, all our discussions are restricted in 25 languages 
as proposed in the original mBART. 

● We gather additional 25 languages, both for monolingual (CC 
corpus) and parallel (TED talks, WAT, etc) datasets.

● We did not train mBART50 from scratch, instead, we find 
that it is possible to simply take the mBART25 checkpoint, 
and continue training the model with more languages.



Results on 50 Languages: 
Overall Results

High Resource Low Resource High Resource Low Resource



Results on 50 Languages: 

● mNMT with/without mBART Pre-training

High Resource Low Resource High Resource Low Resource



Results on 50 Languages: 
● mBART Pre-training + bilingual or multilingual fine-tuning

High Resource Low Resource High Resource Low Resource



Results on Zero-shot Translation 

Training many-to-many models naturally enables us to perform zero-shot 
translation which has already seen in (Johnson, et. al., 2017)

We perform some “initial” experiments on many-to-many models both from 
scratch and mBART fine-tuning. Both models are trained on ML50 benchmark 
without any specific modification (e.g. auxiliary loss to encourage language 
agnostic representations).

We evaluate the learned models on translation test sets of {CS/DE/ES/FR} from 
WMT data.



Results on Zero-shot Translation 

The results are somewhat expected...

● Model trained from 
scratch is degenerated 
and only output 
English.

● In contrast, model fine-
tuned from mBART 
achieves quite stable 
performance across 
these languages.

● We suspect two 
possible reasons:
○ Universal 

representation;
○ Pretrained 

Decoder.



Conclusions for mBART + mNMT 

With the experiments of both 25 languages and 50 languages, it is clear to 
draw the following conclusions:

(1) For many-to-one (X-En) translation, mNMT with mBART pre-training 
almost improves the performance compared to both bilingual fine-
tuning and multilingual training from scratch.

(2) For one-to-many (En-X) translation, things get complicated.
(a) mBART becomes only useful for high-resource or very low resource 

languages;
(b) Bilingual fine-tuning is more stable for medium sized languages. 

(3) Many-to-many translation follows similar trend in (1) and (2), while 
mBART pre-training enables “stable” zero-shot machine translation 
results.



Future Work

● Identify the issue and improve the performance of 
one-to-many translation with mBART pre-training;

● Efficient Inference for mBART fine-tuned models;

● Extend to 100+ languages + 10B models;

● Online CRISS and v.s. BT

● More...



Open Source & Reference

Dataset:  

● Pretraining: CC-Net (https://github.com/facebookresearch/cc_net)

● ML25/ML50 benchmark:  TBD

Code: https://github.com/pytorch/fairseq/tree/master/examples/mbart

https://github.com/facebookresearch/cc_net
https://github.com/pytorch/fairseq/tree/master/examples/mbart


Thank You !


